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Abstract

Randomized neural networks, particularly Random Vector Functional Link (RVFL) networks,
are efficient alternatives to deep learning but often lack interpretability and robustness against
noise and class imbalance. In this talk, | present a research framework that enhances RVFLs
through neuro-fuzzy learning, graph embedding, and ensemble strategies. First, | introduce
Neuro-Fuzzy RVFL (NF-RVFL) and ensemble deep RVFL (edRVFL-FIS), which leverage fuzzy
mechanisms to enable transparent, human-interpretable IF-THEN reasoning. Second, |
present the Graph-Embedded Intuitionistic Fuzzy RVFL (GE-IFRVFL-CIL), designed to handle
uncertainty and severe class imbalance while preserving data geometry. Extensive
experiments on benchmarks and Alzheimer’s diagnosis demonstrate that these scalable
models offer improved robustness and interpretability for real-world applications.



